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This article summarizes the application of a methodology for Pore Size 
Distribution (PSD) calculations in which a regularization procedure is 
combined with individual adsorption isotherms obtained from Grand 
Canonical Monte Carlo simulations. The methodology combines 
mathematical and physical requirements in order to obtain reliable PSDs. A 
protocol is proposed to isolate the different effects contributing to the 
obtained PSD function, in a systematic manner. The PSD robustness is 
measured imposing random errors over the experimental data. The 
methodology is first applied to a member of the MCM-41, chosen for its 
particular structure, in which the adsorption takes place in non-
interconnected pores. The accuracy of the results shows the precision of the 
method for this case, validating the independent pore model. The method is 
next applied to a SBA-15 material, as representative of materials with both, 
meso- and micropores, checking the reliability of the method for materials 
with connected pores. Excellent agreement is also found in this case. In 
addition, molecular simulations provide new insights into the studied 
systems, pointing out the need of high-resolution isotherms to describe the 
presence of complementary microporosity in the SBA material. 
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1. INTRODUCTION 
 

Adsorbent and catalytic materials are used for several industrial applications, 
ranging from chemical to pharmaceutical, among others. In order to optimize 
their performance a precise characterization of the materials is needed prior they 
are put into final use. Several characterization techniques are used for this 
purpose. Among them, the structural characterization of porous materials is 
routinely obtained by adsorption studies, where the adsorption isotherm curves 
need to be interpreted through a model. Surface areas and Pore Size 
Distributions (PSD) are obtained by this procedure.  

Due to its scientific and technical relevance, the development of consistent 
methods for the interpretation of adsorption isotherms has been the subject of 
several research efforts for almost 60 years. The most extended methods 
developed from the classical approach are those of Brunauer, Emmet and Teller 
(BET), the Gibbs-Kelvin method (GK), the Dubinin and Radushkevich (DR) 
equation, and their modifications, based on phenomenological assumptions with 
well-known limitations. For instance, the GK method assumes subcritical 
adsorbate homogeneity and incompressibility, gas phase ideality and 
independency of the interfacial tension of the liquid of its curvature; the BET 
model was derived assuming identity to bulk liquid of all adsorbed layers beyond 
the first and absence of lateral interactions in adsorbed layers; the DR method 
assumes volume filling of pores and Gaussian distribution of micropores, etc. 
Although their limitations are well-known, some of these methods are still in use 
for the characterization of adsorbent materials. For a detailed discussion on the 
subject the reader is referred to [1]. In fact, the development of reliable methods 
for the accurate characterization of porous materials remains an on-top and 
motivating problem now-a-days [1], especially for materials with a wide range of 
pore sizes and shapes, and for heterogeneous surface materials. Research is 
focused on two main topics, both related to obtain the PSD from inversion of the 
adsorption integral equation: a reliable method to obtain the kernel of individual 
adsorption isotherms, and a robust mathematical procedure to invert the integral.  

Statistical mechanics provides two approaches to obtain the individual 
adsorption isotherms: the density functional theory (DFT) and molecular 
simulations (MS). Different versions of DFT have been used to characterize 
materials, most of them focused on carbons [2-7]. Other materials also 
characterized by DFT include controlled pore glasses [8,9], MCM-41 and MCM-
48 [10-12],  and other hexagonal mesoporous materials [13]. A main limitation 
of DFT in this context is that it is difficult to discern the uncertainties coming 
from the approximations made in the theory to those coming from the inversion 
of the integral and/or the model used. Also, the extension of the theory to non-
spherical fluids, polar fluids and non-homogeneous surfaces is not 
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straightforward. An alternative to DFT is the use of molecular simulations (MS). 
Although more expensive from the computational point of view, MS offers 
several advantages over the DFT approach: 1) the statistical mechanical 
equations are solved exactly for the prescribed model of the pore geometry and 
intermolecular interactions, 2) its versatility permits the incorporation of surface 
structure and heterogeneity, a variety of pore geometries and irregularities and 3) 
it is straightforward to implement for different adsorbates, including chain and 
associating molecules. At present, the high speed of computers makes 
simulations a feasible tool for the generation of the individual adsorption 
isotherms. The most appropriate MS technique applied to adsorption in porous 
materials is the Grand Canonical Monte Carlo simulation method (GCMC) [14]. 
Several authors have used GCMC for the characterization of porous materials, 
mainly focused on carbons [15-21]. 

Progress in molecular modelling of adsorption phenomena by means DFT 
calculations and MS has led to a better understanding of the specific interactions 
of the adsorbed species with the porous material [2-13,15-25]. However, in some 
of these works some limitations of the methodology for the determination of the 
PSD could have been screened either by intrinsic drawbacks in the material 
selection such as high tortousity, effective surface area far away from individual 
pore model applicable conditions (e.g. activated carbon, controlled pore glasses, 
and some others), by approximations made in the applied theories, and/or by 
ignoring relevant energetic heterogeneities. A way to isolate the impact of each 
assumption is by first applying the methodology to materials with well defined 
geometry and morphology. In this case, deviations would come either from the 
method used to model the individual adsorption isotherms (DFT or MS), which 
can be refined by direct comparison with the experimental data, or by ignoring 
the connection among the pores. If the methodology is applied to porous 
materials with well defined geometry and unconnected pores, the only 
assumption to be validated is the adsorption behaviour in individual pores, in 
addition to the mathematical procedure to invert the adsorption integral [26].  

In fact, the mathematical procedure used to invert the adsorption integral is a 
key issue in obtaining reliable PSD’s. The robust procedure to invert the integral 
turns out to be at least as important as the physical considerations we have 
mentioned above. The problem arises from the nature of the equation from which 
the PSD function is inferred, since solving this integral equation is an “ill-posed” 
problem, i.e., there are several PSD functions compatible with the experimental 
adsorption isotherm. The inversion of the integral can be performed by 
proposing an analytical function, as a reasonable representation of the PSD, or 
by direct numerical inversion. The analytical functions are usually based on 
physical arguments and their parameters are fitted to the adsorption data. 
However, as Davies et al. [21]  pointed out, there is a danger in constraining the 
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PSD to conform to the particular functional form adopted. The danger is that we 
are not longer determining whether any PSD can be fitted to the data, but rather 
whether a PSD conforming to the proposed functional form exists. In contrast, 
the numerical inversion of the integral shows the advantage of being more 
flexible, since the PSD is not constrained a priori to any functional form. An 
elegant and powerful way to solve this integral equation is by using 
regularization methods (see, for instance, references [8,13,16]). These methods 
also need of additional information on the system, which is used to select one of 
the PSD’s among all possible satisfying the inversion equation from the 
knowledge of the experimental adsorption isotherms and some additional 
requirements, as stated in this article. 

The work presented here is part of an on-going project on developing reliable 
molecular simulation-based tools for the optimal design and characterization of 
meso- and microporous materials for specific applications [8,26-29]. The final 
goal is to propose a methodology for the systematic characterization of different 
types of materials in a predictive manner, taking advantage of the molecular 
information of the system. Within this framework, we have developed a protocol 
to obtain robust PSD of adsorbent materials by combining GCMC simulations 
with a regularization procedure and experimental data. As a first step in checking 
the reliability of the procedure for the characterization of porous materials, the 
method is applied to selected MCM-41 materials, chosen for their well defined 
pore geometry (cylindrical) and unconnected pores. The methodology is next 
applied to an SBA-15 material. This material is also an excellent candidate to 
check the developed methodology for PSD analysis: it is made up of well-
defined cylindrical mesopores with a narrow PSD, measurable from other 
experimental techniques; it also presents a microporous region which can be 
explored with this type of theoretical methods. In SBA-15 materials, the pores 
have a defined geometry, but they are connected.   

An additional reason to choose these particular materials for validating the 
methodology is their great interest for several industrial applications. In fact, it 
was the demand from the industrial sector of large pore-size adsorbents with 
well-defined geometry who endorsed the inception of the family of mesoporous 
molecular sieves M41S. One of the highlighted members is the hexagonally 
ordered MCM-41, coined by Mobil Corporation in the early 90’s [30]. MCM-41 
was manufactured under conditions where silica-surfactant self-assembly 
occurred simultaneously with condensation of the inorganic species, yielding 
mesoscopically ordered composites. The research evolution was driven to the 
extension of surfactant-template procedures, in order to include a wide range of 
compositions and to explore different structure-directing functions, establishing 
the aim of several theoretical and experimental studies [31-37]. For this purpose, 
nonionic block copolymers, an interesting class of structure-directing agents 
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whose self-assembly characteristics lead to kinetically quenched structures, were 
used on those synthesis. Block copolymers have the advantage over surfactants 
that their ordering properties can be nearly continuously tuned by adjusting 
solvent composition, molecular weight, or copolymer architecture. The next 
generation of hexagonal mesoporous materials such as SBA-15 (Santa  
Barbara-x) [38] and PHTS (Plugged hexagonal templated silica) [39] have 
attracted much interest on both science and technology fields, due to their 
potential applications in shape-selective catalysis, separation of large molecules, 
purification of fluids, fabrication of membranes and also as directing patterns for 
other materials. SBA-15 high ordered mesoporous silica exhibits a remarkable 
hydrothermal stability [40] compared to MCM-41, and can be synthesized in a 
wide range of pore sizes and particle morphologies. SBA-15 has already been 
tested for several applications in the fields of catalysis, separations, and 
advanced optical materials [40-46]. Most of their key properties have been 
attributed to the particular arrangement of pores in these materials: they consist 
of mesoporous cylinders connected by nano- and microporous inside the walls 
[39].  

The particular structure of MCM-41 makes possible a reliable structural 
characterization from adsorption data. The characterization by adsorption can be 
validated with some alternative experimental techniques, including XRD. 
Neimark et al. [11], had conducted a pore size analysis of MCM-41 by means of 
nitrogen and argon adsorption/desorption data. The study was performed in the 
following five steps: 1) they synthesized references samples with uniform 
cylindrical pore channels of different sizes, 2) they characterized their structures 
using X-ray diffraction (XRD) and adsorption of nitrogen at 77 K and argon at 
77 and 87 K, 3) they determined and verified the intermolecular interaction 
parameters for non-local density functional theory (NLDFT) model of nitrogen 
and argon adsorption, 4) they calculated the pore size distribution (PSD) and 
pore wall thickness in their reference samples independently from different 
adsorption isotherms, and 5) they tested the consistency of the NLDFT model 
developed. This study provides an excellent framework in which to compare 
results from any other developed characterization method for these materials. 
Published works related to the experimental characterization of SBA-15 are 
those done by Ryoo et al. [47], and Kruk et al. [48-49]. Kruk et al.[48] 
synthesized SBA-15 following the procedure described by Zhao et al. [31], and 
then performed a systematic study of the structure of this material by means of 
XRD, termogravimetric analysis and nitrogen adsorption. The mesopore size 
distribution was calculated on the basis of adsorption branches of nitrogen 
isotherms using the BJH method with the corrected form of the Kelvin equation. 
They provided supported explanations for the existence of the complementary 
porosity arranged in a mesopore-micropore network as a result of the properties 
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of the triblock copolymer templates [48,49]. Additionally, they proposed an 
explanation of a plug formation mechanism that leads to the synthesis of PHTS 
adsorbents [49]. Ravikovitch and Neimark [13] were the first ones who 
characterized these materials within the DFT approach. They used nitrogen 
adsorption isotherms on SBA-15 materials prepared in different research groups, 
and applied a method for the characterization of SBA-15 based on non-local 
(NL) DFT, assuming cylindrical geometry. They just determined the size 
distribution of the main channels and the amount of the intrawall porosity, 
without characterizing the microporous region. The structural parameters 
obtained were in agreement with previous described geometrical considerations 
and XRD data. However, one of the shortcomings of their NLDFT model is that 
the calculated global adsorption isotherm exhibited pronounced layering (see 
figures 2 and 3 of reference [13]). They argued that this layering was an artifact 
caused by the use of the simplified, structureless pore wall model and/or 
approximations made in the DFT theory. Since in the present work we use MS 
instead of DFT to model the same materials, we will try to answer some of the 
questions raised by these authors.  

The rest of the paper is organized as follows. In the next section we briefly 
present the modelling methodology used, including details on the application of 
the regularization procedure and the molecular simulations. The main results 
related to the structural characterization of the chosen materials, GCMC 
simulations and the robustness of the regularization procedure are presented and 
discussed in section three. Finally we summarize the main conclusions from this 
work in the last section. 

 
2. METHODOLOGY 

 
2.1. Molecular Model and Simulations  

The adsorption behaviour in the selected materials is obtained by assuming 
the validity of the independent pore model [3]: the global adsorption behaviour 
of the material is due to the contribution of the individual pores with different 
diameters integrating the material, ignoring the effects derived from the 
connectivity among them. The same assumption is also known as the bundle of 
straight pores (BPS) model [20], equivalent to say that the material is 
represented by a bundle of pores each of which connects to the surface of the 
adsorbent, or, a connected network of pores in which the connectivity of the 
network is sufficiently good that the adsorptive species can pass throughout the 
network. Both models are equivalent regarding the global adsorption behaviour 
of the material. In most of the cases, they are a crude representation of adsorbent 
materials; however, this is the standard assumption made in most available 
methods to invert the global adsorption integral. The independent pore model 
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maybe too strong for tortuous, interconnected porous materials, but it should be 
accurate for MCM-41 materials, with unconnected pores [29]. It also seems a 
reasonable assumption for SBA-15 materials: they present two main pore ranges, 
one with a broad distribution of nano-micropores, and another one, more 
relevant for further applications, corresponding to a narrow mesopores 
distribution with a well defined pore size. Hence, we model the global 
adsorption of the materials in terms of several individual adsorption isotherms, 
obtained by GCMC simulations at different pressures and pore sizes.  

The fluid-fluid interactions are modelled as single Lennard-Jones (LJ) 
spheres, with nitrogen parameters σff= 0.3615 nm and εff/k = 101.5 K, being k 
Boltzmann’s constant. Those fluid-fluid parameters were chosen by Ravikovitch 
et al. [25] to fit bulk properties of the adsorbate, including liquid-gas surface 
tension and reference adsorption isotherms on nonporous substrates. 

MCM-41 and SBA-15 are modelled as a collection of individual pores, 
assumed to be infinite cylinders with silica walls. The silica-gas interactions on 
such pores are modelled as the LJ interactions with an integrated smooth 
cylindrical layer of oxygen atoms. The structureless potential of the solid-fluid 
interaction used in this work is given by [50] 
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where the product ρsεsf =22.5369 K Å-2, being ρs=0.153Å-2 the effective surface 
number density of the oxygen atoms in the pore wall, εsf =147.3 K the LJ energy 
parameter between the solid and the fluid, and the combined molecular size 
solid-fluid parameter σsf = 0.317 nm. Those parameters were selected for 
comparative purposes with the previous work done in the system SBA-
15/Nitrogen by Ravikovitch et al. [13], F[α,β,γ,χ] are the hypergeometric 
functions [51]. The wall potential is calculated at a given distance r (in the radial 
direction) when the radius of the pore is R. 

The individual adsorption isotherms are obtained by GCMC simulations. In 
GCMC, the temperature, T, the volume pore, V, and the chemical potential, µ, 
are kept fixed. The number of molecules is thus allowed to vary, and its average 
is the relevant quantity of interest. For convenience, to obtain the adsorption 
isotherm we ran simulations at different values of the activity [52], ξ , defined 
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as: ( )( )3exp Λ= kTµξ , where Λ is the De Broglie wavelength, which includes 
contributions from translational degrees of freedom, and µ, k, T were defined 
previously. 

The usual magnitudes for representing adsorption data are the amount 
adsorbed in the pore versus the relative pressure p/p0 in the bulk phase; here p0 is 
the bulk saturation pressure. The activity is related to the pressure by 

00 ξξ=pp , which implies that the bulk phase in thermodynamic equilibrium 
with the pore presents an ideal behaviour. We have checked that the corrections 
for the gas-phase nonideality were small, usually less than 10% in the value of 
p/p0. The chosen state point for reduction of activities to pressures was the 
saturation point of pure nitrogen at 77 K, found to occur at ξ0=0.0823 nm-3. This 
result was calculated through a molecular-based equation of state, the soft-SAFT 
equation [53,54], using the nitrogen LJ parameters described above at needed 
conditions. 

Most simulation runs required 2.5x108 configurations to reach the 
equilibrium. Additional 5x108 configurations were generated for average 
purposes. At some conditions longer runs were needed to accomplish the 
equilibrium conditions. Average properties were calculated over blocks with 
5x105 configurations. The fluid-fluid potential was cut at rc=5 σff and no long 
range corrections were added. For a detailed discussion on the issue of the cutoff 
length and the addition of long range corrections in simulations of 
inhomogeneous fluids the reader is referred to reference [55]. 

To compare with experimental data, the excess pore fluid density was 
calculated as: 
 

bulkexc V

N
ρρ −=   (2) 

 
where N  is the mean number of particles inside the pore, ρbulk is the bulk 

density value at the same conditions, calculated from soft-SAFT [53,54], and V 
is the volume of the simulated pore.

 
2.2 Regularization procedure 

The calculation of the PSD of porous materials from adsorption data has been 
addressed by several authors [8,13,20,21,26,48,49,56], using a variety of 
different available approaches. Among the different possibilities we have chosen 
to use Tikhonov’s regularization method through a Singular Value 
Decomposition (SVD) as we consider it to be most adequate for PSD analysis 
purposes, for several reasons: 1) it is simple to implement, 2) it is very fast, as it 
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is a direct (as opposed to iterative) method, and 3) it is one of the best 
mathematically founded methods for that purpose.  Hence we focus here on the 
mathematical details of the adaptable procedure of deconvolution over the 
adsorption integral equation followed in this work. The deconvolution procedure 
implies a grid size evaluation, i.e to select the number of pores and relative 
pressures to be included in the analysis, in addition to the adequate choice of the 
regularization parameter.  

In order to obtain the PSD, f(D), the adsorption integral equation should be 
inverted: 
 

=
max

min

)(),()(
D

D
se dDDfDPAPa   (3) 

 
where )(Pae  is the experimental adsorption isotherm at pressure P, 

),( DPAs gives the single-pore adsorption isotherm for each pore-size D (in the 
range Dmin-Dmax), and it is the so-called kernel of the integral equation [57]. This 
problem is tantamount to that of solving a Fredholm integral equation of the first 
kind. As it is well known, this is an ill-posed problem, in the sense that the 
mapping fae → , given by equation (3), is undefined because either the 
mapping is not continuous or the image f is not unique. From a practical point of 
view, the lack of continuity implies that f is highly sensitive to arbitrary small 
perturbations in the experimental data ae. This poses a first problem of 
reproducibility of any solution to equation (3), and thus the problem, as stated 
before, has physically (and mathematically) no sense. Standard approaches [57] 
to this problem rely on solving the related problem of finding the solution f that 
minimizes the functional: 
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where  denotes an appropriate defined norm and 

�
 is the so-called 

regularization parameter. The additional term renders the former problem into a 
well-defined one for each pair �  and ),( DDR ′ , and corresponds to the 
Tikhonov´s regularization method. 

In our case only a finite set of experimental data and simulations results are 
available. Thus, equation (3) becomes a system of linear equations ae = Asx, 
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where As is a matrix of single-pore adsorption isotherms (m pressures × n pores). 
Here, xi = f(Di) � Di, where � Di is the pore-size interval associated to the pore size 
Di after discretizing equation (3). The corresponding regularized problem can be 
recast as: 
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Although appropriate choices of the regularization term R may improve 
convergence to the unregularized solution [58], we will consider the simplest 
case of R = I (the Identity matrix). The solution can then be obtained through a 

singular value decomposition (SVD) of the matrix � =
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where si is the set of singular values of As that decay monotonously s1 � s2 � . . . 
� sn � 0 (assuming m �  n), and ui and vi are the left and right singular vectors, 
respectively.  

The SVD method requires the experimental data and the obtained kernel to 
fulfil a mutual suitability criterion given by the Discrete Picard Condition (DPC) 
[59]. This condition determines the convergence of f to the unregularized 
solution as well as the similarity between different solutions. The DPC requires 
that the Fourier coefficients e

T
i au  decay faster than si on average. The 

mathematical formulation is that the values ri defined as: 
 

)12(1

1

++=

−=

−
�
�
�

	




�

�
≡ ∏

q
qij

qij
e

T
iii sr au    (7) 

 
should decay monotonically within some range of the high si. Here q is a small 
integer that determines the amount of averaging. Appropriate vales for q are 1, 2 
or 3.  

In addition, an adequate method for the selection of �  must be specified. 
There are different available methods which are not completely equivalent. The 
selection may depend on the specific problem. One of such method is the 
(generalized) discrepancy principle [57,58], which relies on having information 
of the experimental data error. The value of the regularization parameter is then 
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chosen such that the residual norm 
2

xAa se −  equals that error. Other methods 

rely on the particular mathematical properties of each selection scheme, e.g., the 
so-called L-curve. The latter is obtained by plotting the regularization term ||Rx|| 
versus the residual norm 

2
xAa se −  for different values of λ, thus obtaining a 

curve which mainly consists of two branches forming an “L”. The corner of this 
curve provides a mathematically sound criterion for choosing the value of λ [58]. 
The basic criterion for any of these approaches is the condition that a good 
regularization parameter should yield a fair balance between the regularization 
term and the residual norm. Indeed, from the above discussion, we shall expect 
to have 0 < 

2
xAa se −  within the experimental errors.  

Although this formulation of the problem is mathematically sound, we still 
face many ambiguities from a physical point of view. First of all we have the 
very stringent condition f(D) to be a non-negative function (feasibility 
condition). Second, we aim at finding a systematic and robust procedure to 
determine a feasible solution. This means not only the obvious idea of robustness 
against errors in the experimental data and molecular simulations, which the 
regularization procedure already provides. We shall also require robustness 
against the very selection of the experimental data and the kernel to be used. In 
addition, this selection may affect the usual robustness against errors in the data. 
Thus, this raises the additional ambiguity of choosing a set of input data, as 
different sets show different robustness. In other words, different sets of 
experimental data and kernel should yield similar enough PSDs, and either a 
similar or an optimized robustness against errors in the input data.  

Hence, a complete systematic procedure shall give a prescription for choosing 
a sound set of experimental data and the kernel to be used. Common 
mathematical procedures, as the one we use, are not guaranteed to neither satisfy 
nor completely answer these requirements. Therefore in order to obtain a reliable 
solution, further inspection of the given data is needed.  

Guided by these ideas and considering the additional requirement of non-
negativity of the solution k

λf > 0, we have chosen �  as the smallest value for 
which this requirement is fulfilled � feas, i.e., the smallest �  for which a feasible 
solution is obtained. Note that since vi changes more often sign as si decreases, f0 
becomes in general an unfeasible solution. We shall also require this value to lie 
close to the corner of the L-curve. The implicit assumption here is that the  
L-curve varies smoothly with the Lagrange parameter µ2 corresponding to the 
additional feasibility constraint. Indeed the obtained values would lie close to the 
corner of the actual L-curve. Some preliminary results on this line were 
presented in reference [26], where some additional tests, besides the 
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mathematical requirements outlined above were pointed out. A throughout study 
on the applications of these requirements to two materials is presented here. 

 
3. RESULTS AND DISCUSSION 

 
Results on the systematic application of the methodology outlined in the 

previous section are presented and discussed here. In summary, in order to 
isolate the different effect mathematical or physical conditions may have in the 
obtained PSDs, we have developed and applied the following protocol:  
(1) to chose the kernel size: number of pressure points and pore sizes to be 

simulated,  
(2) to invert the integral equation with the Tikhonov regularization method 

through SVD,  
(3) to check for the fulfilment of the DPC, 
(4) to chose the regularization parameter best fulfilling the L-curve criteria and 

the physical condition that f(D) should be a non-negative function. 
Once these four criteria are applied, we check the performance of the method 

for the global adsorption integral and the obtained PSD. Depending on the 
agreement with the experimental data the whole cycle is repeated, choosing a 
new kernel size and imposing the fulfilment of the mathematical requirements in 
the order just explained. We show here the effect of increasing the number of 
pores keeping constant the pressure points, as well as the importance of choosing 
the adequate range of pressures for the kernel. An additional test to check the 
robustness of the calculated PSD has been performed by adding random errors 
into the experimental data. 

The experimental nitrogen adsorption isotherm of the selected MCM-41 
material was taken from reference [11], while experimental data concerning the 
SBA-15 was obtained in our laboratory [29]. In order to perform a fair 
comparison between experimental and simulated results, it is important to note 
that the experimental adsorption isotherm represents the amount of fluid 
adsorbed per unit of mass of the solid, while the simulated adsorption isotherm 
represents the amount of adsorbed fluid per unit of void volume. These two 
concepts of volume are related by the true density and the porosity of the 
material. We have used the value of the true density as 2.2 g/cm3 for pure silica. 
The porosity has been calculated by a trial and error procedure, checking that 

 =℘ 1)( dDDf , where ℘ represents the porosity and f(D) is expressed in 

(length)-1 units.  
As a first step to invert Equation (3), one need to construct the kernel, that is, 

to select how many experimental pressures and individual pores isotherms will 
be considered. It is not clear, a priori, what the influence of these numbers will 
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be neither in the PSD obtained, nor in the global adsorption isotherm generated 
by fitting to the experimental one. Some of these issues were already 
investigated in [26]. We follow a similar procedure here.  

In order to generate the kernel we have calculated a collection of individual 
adsorption isotherms, ),( DPAs , using the GCMC method, in a diameter range 
of 0.75 	  D 
 14.0 nm, with 40 different pore diameters. This range covers from 
very narrow pores, well belonging to the micropores regime, to wide mesopores. 
For the case of the MCM-41 material 60 pressure points were selected for the 
MCM-41 from those reported in [11], as the starting point to construct the 
kernel. The pressure points for the SBA-15 kernel were chosen at the 
experimental relative pressure data.  

With the calculated set of individual adsorption isotherms, and based on the 
analysis of the DPC, our next step is to determine how many pores are needed to 
fit a given set of experimental data by the regularization procedure. Figure 1 
depicts the DPC, ri, and its components (i.e. the Fourier coefficients e

T
i au  and 

the singular values si for different adsorption kernels As for the AM-5 material.   
In the first five selected kernels for AM-5, the experimental number of 

relative pressures was fixed to m = 60 (interpolated along the experimental data 
of Neimark et al. [11]), while different sets of pore sizes were considered,  
n = 16, 22, 28, 30 and 34. In all cases the minimum and maximum pore diameter 
values were 0.75 nm and 5.40 nm, respectively. The selected pores included in 
the analysis were equally distributed between these two values. As it can be seen 
in Figure 1, all the studied cases fulfil the DPC. Also, from the ri averages, there 
are not significant differences comparing q = 1 to q =3. Since, as mentioned in 
the prescribed protocol, this is the first criterion to be fulfilled, all the selected 
kernels can be used to check the fulfilment of the rest of the criteria.  

The second test would be the application of the L-curve criterion to the 
kernels fulfilling DPC and the selection of the best � feas. 

The values of � feas fluctuates with the value of n; for the particular cases 
studied here, with a fixed value of m = 60 (five first cases in Figure 1), the 
obtained values are 15.0, 18.6, 19.3, 16.5 and 23.2, respectively. The residual 
error fluctuates as follows 

2
xAa se −  = 6.636, 7.310, 5.118, 4.742 and 5.736. 

The modulus of f  feas decreases monotonously, 
feasλf  = 0.762, 0.628, 0.529, 

0.525 and 0.458. 
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Fig. 1. The DPC condition for different kernel sizes for the AM5 material. Front left to 
right and top to bottom, in the five first cases the number of relative pressures is m = 60 
and the number of pores are n = 16, 22, 28, 30 and 34. The right bottom corresponds to a 
kernel with m = 54 (see text for details).  (�) absolute values of the Fourier coefficients, 
(x) singular values. The lines correspond to a plot of the averages ri for q = 1 (dotted 
lines) and q = 3 (solid lines). 
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Fig. 2. The L-curve for m = 60 and n = 16, 22, 28, 30 and 34, with symbols corresponding 
to � feas, (�),(x),(�),(�) and (�) respectively; m=54, n=30 is represented by a full line, �

feas for the best solution is denoted by �. 
 
Once these criteria were applied to the first five kernels, we have checked the 

performance of the method for the global adsorption isotherm and the obtained 
PSD. We noticed that, although the overall agreement was good, the agreement 
with the experimental adsorption data could be improved in the region between 
0.2 and 0.5 p/p0. This is the reason why we have included a new kernel in the 
analysis with m = 54, in which the pressure range near the inflexion point in the 
adsorption curve is better refined. The selected number of pores for the kernel 
was n = 30, since no improvement was found when increasing the number of 
pores from 30 to 34 (see Fig. 1). Following the prescribed protocol for any 
kernel under study, we have applied the same procedure as for the other five 
kernels; the fulfilment of DPC criterion for this kernel was shown in Figure 1 
and the L-curve criterion in Figure 2. The obtained values for this case were: 
�feas=6.8, 

2
xAa se − =2.05 and feasλf = 0.572, showing the smallest value of 

�feas about the six one investigated and the smallest residual error. 
Although, in principle, we have several feasible solutions and a well sounded 

solution (54x30), it is well known that there are associated errors to the 
experimental data; it should be of relevance to know the effect that these errors 
would have in the obtained PSD, showing the robustness of the procedure. 
Hence, we have applied a third criterion, over the six studied kernels, based on 
the effect of Gaussian random errors in the (experimental) data, eaa +→ ee

* . 
We have generated the error, e, after choosing its variance. This is done through 
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a scaling factor r such that ( )zree += 1* aa , where z is a Gaussian random 
number. The value of r is chosen such that on average at least 99% of the 
perturbed values correspond to relative errors not greater than the experimental 
ones. In the particular cases we are considering here we have chosen r = 0.02, 
and the average values over 50 realizations for the six kernels. The 
corresponding average values after perturbation are � feas = 14.4, 18.9, 18.4, 19.1, 

22.7 and 22.1, 
2

** xAa se − = 7.171, 7.905, 5.859, 6.362, 6.683 and 5.274 

(following the same sequence as Figure 1). The relative PSD variations on 
average are, respectively, feasfeasfeas λλλ fff *−  = 0.049, 0.055, 0.048, 0.049, 

0.049 and 0.030. Results are summarized in Figure 3. As it can be observed in 
the figure, the 54x30 kernel is the most robust among the six studied here.  

 

 
 

Fig. 3. Graphical representation of the average relative error (over 50 perturbations) of 
the obtained PSD f(D) versus the index n. Symbols: (�) different kernels fulfilling DPC 
(see Fig. 1) with m = 60, (�) the single value for m = 54. The solid line is a guide to the 
eyes. 

 
Figure 4 shows the comparison between the experimental and the calculated 

adsorption isotherm with two selected kernels. Note that although both of them 
give an overall excellent representation of the adsorption behaviour, the 54x30 
kernel provides a better description of the abrupt changes in the curve. 
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Fig. 4. Calculated results for two of the best kernels presented in Figures 1-3.  
(a) Experimental (�) and simulated adsorption isotherms; (b) PSD obtained with the two 
selected kernels for AM5, (�) 60x34 and (�) 54x30 kernels, respectively. In (b) solid 
lines correspond to results for unperturbed data and dotted lines are a representative 
example of their corresponding perturbed cases. 

 
The robustness of the 54x30 kernel is also observed in Figure 4(b), where the 

PSD for 60x34 and 54x30 are plotted with their corresponding perturbation e . 

The dotted lines correspond to a particular case where a perturbation to a  has 

been added, while the continuous lines correspond to the unperturbed cases. 
Note that although the shape of the PSD function is not exactly the same, being 
less defined in the 60x34 case, both kernels provide exactly the same value for 
the peak of the distribution, both of them have captured the relevant pore size of 
the material. 

Finally, we compare in Figure 5 results obtained with our approach (for the 
case of 54x30) with previous published results obtained for the same material 
from Neimark et al. [11]. The agreement obtained is excellent. Using the 
described methodology the mean pore for AM-5 is found around 3.2 nm, in 
excellent agreement with the value reported in [11]. Note that there are two 
important differences in the way the PSD was obtained here and in [11]. 
Neimark et al. used DFT instead of GCMC to generate the individual adsorption 
isotherms and they inverted the adsorption integral following a different 
mathematical procedure.  
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Fig. 5. The simulated adsorption isotherm for AM-5 obtained from the 54x30 kernel. 
Inset, the calculated PSD compared with the one proposed by Neimark [11] (�) this 
work; (�) Neimark et al.  

 
From the previous detailed discussion on the different aspects to be 

considered when calculating PSD we can conclude that the methodology used is 
accurate to characterize the adsorption in MCM-41 materials. This proves that 
the mathematical procedure and the molecular model are accurate for obtaining 
sounded PSDs for materials with unconnected pores; the next step is to use the 
same methodology to characterize porous materials in which pores have a well-
defined geometry but there are some connections among them. As stated in the 
introduction, we have chosen the SBA-15 for its particular structure as well as 
for its potential applications in several fields of interest.  

The characterization of the SBA-15 material has been performed following a 
similar procedure to the MCM-41 material described above, including the 
assumption of the independent pore model for the inversion of the integral 
equation. Hence, some of the details described will be omitted here. Following 
the same protocol, the first step is to choose a kernel and to study the fulfilment 
of the different mathematical and physical criteria. 

In the selected cases for the SBA-15 material the experimental number of 
relative pressures was fixed to m = 38, from the experimental minimum relative 
pressure value of 9.86x10-3 till a relative pressure of 0.93. Four different sets of 
pore sizes were evaluated, two with less pores than the number of pressure 
points, one with an equal number, and one with a greater number of pores  
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(n = 16, 20, 38, 40 respectively). In all cases the minimum and maximum pore 
diameter values were 0.75 nm and 14.0 nm, respectively. The selected pores 
included in the analysis were equally distributed between these two values. 
Contrary to the MCM-41 material, no all selected kernels fulfilled the DPC 
condition in this case, since the case n = 16 (not shown here) presented a 
monotonous increasing trend (opposite to what it should be). As mentioned, this 
is the first criteria to be fulfilled. As previous results [29] showed, the small size 
of the kernels used seems to enhance fluctuations in the Fourier coefficient. 
Thus, the other three cases have a similar fulfilment of the DPC, and should not 
be discarded with just this criterion. 

The second test to be performed to the kernels fulfilling DPC would be the 
application of the L-curve criteria. Results are shown in Figure 6 (a). We have 
observed that the values of � feas tend to increase monotonously as n increases, the 
values of � feas are 2.3, 4.4 and 4.7, respectively. The residual error fluctuates as 
follows 

2
xAa se −  = 2.02, 0.67 and 0.71. The modulus of f � feas decreases 

monotonously, feasλf  =0.746, 0.524, 0.519. Hence, according to the defined 

criteria, three of the studied kernels (38x20, 38x38 and 38x40) fulfil DPC, while 
the 38x38 and 38x40 give similar L-curve and residual error. Hence, one would 
be able to choose between these two. The average relative error of the PSDs 
obtained by these three kernels is presented in Figure 6 (b). As for the AM-5 
case, we have chosen r = 0.02 for the scaling factor to be used in generating the 
Gaussian random errors. The average values over 50 realizations for the three 
kernels are eae =0.0176, 0.0183 and 0.018, respectively.  

Adsorption results and PSD’ s for the case of SBA-15 and the kernels 
corresponding to Figure 6 are summarized in Figure 7. The corresponding 

average values after perturbation are � feas = 6.90, 10.73 and 13.03 
2

** xAa se − = 

3.21, 2.61 and 2.98. The relative PSD variations on average are, respectively, 

feasfeasfeas λλλ fff *−  = 0.228, 0.260 and 0.258. The robustness of the PSDs can 

be observed in Figure 7 (b), where the PSD is plotted for the above-mentioned 
values of n and their corresponding perturbation e . The dotted lines correspond 

to the case where a perturbation to a  has been added, while the continuous 

lines correspond to the unperturbed cases. It is also observed in Figure 7 that the 
“noise” obtained in the PSD for wider pores decreases as n increases. 

Although the previous 38x20, 38x38 and 38x40 kernels had the prescribed 
requirements, we have performed a further study with an additional kernel of 
38x31.  
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   (a)     (b) 
 
Fig. 6. Mathematical check of the conditions to be fulfilled by the different kernels 
describing the adsorption in SBA-15 (a) the L-curve for n = 20, 38 and 40, symbols 
corresponding to � feas, � (dotted line), x (dashed line), and � (solid line), respectively. 
(b) the average relative error (over 50 perturbations) of the obtained PSD f(D) versus n. 

 

          
   (a)     (b) 
 
Fig. 7. Calculated results for SBA-15 from the three kernels shown in Figure 6 (a) 
Experimental (�) and simulated adsorption isotherms. Symbols as in Figure 5; (b) PSD 
obtained with the three selected kernels. Continuous lines correspond to results for 
unperturbed data and dotted lines are a representative example of their corresponding 
perturbed cases. 

 
The particular number of pores was chosen searching for the minimum number 
of pores that would provide a good description of the adsorption isotherm, 
including the capillary condensation pressure range. Since the analysis with 38 
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and 40 pores gave similar results, 31 pores could be enough, in principle, to 
capture the capillary step trend. A similar study to the previous four kernels was 
performed (DPC, L-criteria, residual error values and random errors into the 
experimental data). This turned out to be the best among the five selected in the 
present study. Results for the global adsorption isotherm as compared to the 
experimental data for SBA-15 with this selected kernel are shown in Figure 8, 
where we also show the corresponding PSD. The predicted adsorption behaviour 
is found in excellent agreement with the experimental results. The calculated 
GCMC PSD presents a sound shape for these materials, with a narrow 
distribution of mesoporous around 70.0Å, shifted in 16.7Å to the right of the 
BJH average prediction. The left extreme of the PSD is attributed to presence of 
the nano and microporous equal or smaller than 30 Å [48].  

 

 
 

Fig. 8. The adsorption isotherm and PSD of SBA-15 obtained from kernel 38x31. The 
inset shows the comparison with the PSD obtained from the BJH as obtained from the 
software of ASAP 2010 V4.00 (Micromeritics Instrument Corporation). 

 
Table 1 summarizes the best values obtained for the two selected materials, 

including the pore range, kernel size, λfeas, residual error and relative PSD 
variation. 
 

Tab. 1. Summary of Relevant Results for the Studied Materials 
 

a Corresponds to an average over 50 realizations of the perturbation. 
bDimensions of ||Ax-a|| cm3 STP/g, cThe relative PSD variation. 

material pore range, nm kernel size λfeas 
a ||a-Ax||a,b RPSDVb,c 

AM-5 0.75 – 5.4  54 x 30 6.8 2.05 0.03 
SBA-15 0.75 – 14.0 38 x 31 10.3 2.45 0.11 
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As a final comment, we should point out that excellent agreement for the 
global adsorption isotherm has been obtained for both materials following the 
simulation-regularization procedure. Since the model used here for SBA-15 and 
that of Ravikovitch and Neimark [13] is the same, we can argue that the 
pronounced layering on the calculated isotherm obtained by their NLDFT is just 
an intrinsic shortcoming of the approximations made in the theory they used, and 
it is not due to the smoothness of the walls. The simulation technique seems to 
be more accurate for this type of studies, in spite of the extra computing time.  

 

 

 
 

Fig. 9. Individual nitrogen adsorption isotherm at 77K for silica-based materials obtained 
by GCMC. D=3.0 nm. The figure on the left is a close-up of the low pressure region, 
while the figure on the right shows the complete adsorption isotherm. The inner pictures 
resemble the information we may lose about the filling process if the isotherm does not 
explore the low pressures region. 
 

An additional advantage of using simulations is that the location of the 
molecules inside the pore is precisely known at any conditions. This can help to 
elucidate the adequate conditions in which to run the experiments. For instance, 
the microporous range of the material could be better tracked if high-resolution 
adsorption isotherms are provided. This can be inferred just by observing the 
equilibrium configurations of selected pore at selected pressures, as shown in 
Figure 9. In addition to the global adsorption isotherm, this figure presents 
snapshots of the adsorption process taking place inside the individual pore of the 
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diameter D = 3.0 nm, for selected relative pressures (see Fig. 9). The lowest 
relative pressure in the experiments was measured at 9.86x10-3; note that for this 
pore the monolayer is already filled at this pressure. Since this information is 
lost, this will clearly affect the PSD and surface area calculations. 

 
4. SUMMARY AND CONCLUSIONS 

 
We have presented a protocol which can be applied in combination with 

experimental adsorption data in order to obtain robust and reliable PSDs of 
different materials. The methodology is based on the generation of individual 
adsorption isotherms from GCMC, with an adequate mathematical procedure, 
based on regularization methods, to invert the adsorption isotherm. Some 
additional physical and mathematical requirements are also imposed, all of them 
leading to the most robust and sounded solution.  

We have checked the validity of this methodology for two selected materials, 
MCM-41 and SBA-15. The a priori selection of these materials comes from their 
particular structure and for their potential applications in several fields. They 
both present well-defined pore geometry (cylindrical). In addition, MCM-41 
presents a unimodal and narrow PSD, attainable from other experimental 
techniques and geometrical considerations. SBA-15 is a material with a PSD 
presenting two distinct ranges (micro and mesoporous).  

In particular, PSDs were obtained by a deconvolution procedure in which a 
grid size evaluation and several choices of parameters were studied. The addition 
of perturbations over the experimental adsorption data was used to check the 
robustness of the obtained PSD. The excellent agreement found between the 
calculated and the experimental adsorption isotherms corroborates the validity of 
the independent pore model for these materials, as well as the method used to 
generate the kernel. The PSDs provided by this procedure show pore sizes in 
accordance to published values obtained from alternative experimental 
procedures and geometrical considerations, reassuring the validity of our 
methodology. A comparison with BJH calculations shows, as was expected, that 
the latest underestimates the pore sizes present in the material. The excellent 
agreement found and the robustness of the PSDs versus experimental errors 
prove by themselves the success of the methodology for these types of materials.  

Finally, GCMC has proved to be a straightforward method, affordable 
nowadays, to generate the individual adsorption isotherms, more accurate that 
DFT approaches. It also provides additional insights into the best conditions to 
perform the experiments. A main advantage of using molecular simulations is 
that this methodology can be easily extended to investigate the behaviour of 
other materials and/or the adsorption of more complex fluids inside the 
characterized materials. GCMC can be an excellent tool to investigate the 
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optimum conditions for specific applications of these materials, in a predictive 
manner. 
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